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Foreword
The Mediation Practice Series

The Mediation Practice Series (MPS) was initiated in 2008 as part 
of the Centre for Humanitarian Dialogue’s (HD) efforts to support 
the broader mediation community. The series draws on feedback 
from mediators, including HD practitioners, who tell us they and their 
teams often lack adequate insight into other peace processes. In 
the past few years, the international community has significantly 
strengthened the support available to mediators and their teams. 
HD is committed to contributing to this effort and to the improve-
ment of mediation practice. 

Based on the shared view that mediators often confront similar 
dilemmas, although mediation differs widely across peace pro-
cesses, HD is producing a series of decision-making tools that draw 
on the comparative experience of mediation processes. Each pub-
lication in the series will give readers a concise overview of relevant 
challenges and options, and help them prepare for the potential 
demands of mediation processes. 

Although these publications cannot replace practical experience, 
it is our hope that they can contribute to a more systematic learn-
ing process. The forthcoming publications in this series will be made 
freely available on HD’s website and will be disseminated through 
our network and those of our partners. Peacemaking and new 
technologies is the eighth publication in this series. 
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Essential points for practitioners 

• Regardless of the development and use of information and com-
munication technologies (ICT), the practice of mediation still relies 
first and foremost on the trust built between a mediator and con-
flict parties, and the ability to generate and maintain buy-in to 
peace processes.

• Mediation teams have a responsibility to be generally literate 
about the technologies present in the mediation environment and 
their effect on the mediation process, and to make informed 
choices about their use. At the very least, mediators need to 
understand the risks associated with these technologies, and how 
to mitigate them.

• The use of ICT should never be assumed to be fully secure. 
Several mediators report that accepting the threat of information 
disclosure through network monitoring by governments is often 
the only realistic approach.

• It is critical that mediators apply all basic cyber-hygiene rules, 
including installing robust anti-virus programmes, applying updates 
and security patches as soon as they are released by the ven-
dors, and not opening suspicious attachments or hyperlinks.

• If they want to fully eliminate threats, mediation team members 
must not carry or communicate with digitally-enabled devices.

• ICT leaves all parties involved in the conflict vulnerable to hack-
ing, the loss of confidentiality, and the capability for rapid dissemi-
nation of confidential information, potentially for nefarious goals.
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• The interconnectedness of people through digital media and 
technology has enabled the weaponisation of information and 
disinformation on an unprecedented scale and in a way that would 
not have been possible in the past.

• At the same time, online space provides new channels through 
which mediators can monitor rapidly evolving conflict trends, and 
can interact with, and shape the narratives of, conflict parties.
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Peacemaking and 
new technologies
Dilemmas & options for mediators

1 Introduction

Rapid advances in information and communication technology 
(ICT) are having a profound impact on political, economic and social 
life. The development of new technologies facilitating communication 
and information exchange – including instant messaging, social 
media and data analytics software – has been accompanied by a 
dramatic increase in smartphone ownership and usage. As of Jan-
uary 2018, more than 4 billion people were connected to the internet 
and more than 3.2 billion (approximately half of the world’s popu-
lation) were using social media.1 Many parties to conflict and local 
populations use these technologies, as do many mediators.

Mediation teams are consumers of new ICT and need to choose 
which, if any, ICT platforms or applications to use. Mediators conse-
quently have a responsibility to understand how these technologies 
work and the implications of their use. The choices they make are not 
neutral in terms of balancing political risk and the physical safety of 
both conflict parties and peacemakers.

New technologies can disrupt conflict dynamics and peace pro-
cesses. There are two issues around the use of ICT which are of 
particular concern to the practice of mediation:

• Mediation has traditionally been a communication process largely 
based on face-to-face interaction and in-person trust-building. 
New technologies can close some information and cognitive gaps 
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but they can also introduce new cognitive biases and ‘noise’ 
which can potentially challenge assumptions and methods used 
in mediation processes.

• Mediators use their own analysis to offer conflict parties a struc-
ture within which they can ‘agree to disagree’ about what is true, 
and where shared narratives can be developed which will plau-
sibly resonate with the wider public. This analysis was previously 
developed from internal reporting (for example, within a foreign 
ministry or multilateral body such as the UN and EU), profes-
sional journalism and expert publications as well as first-hand 
information from direct contacts. The proliferation of new sources 
of information in an increasingly interconnected world changes 
this analytical landscape.

What does this ‘digital revolution’ mean for mediators? What does 
a mediator need to know about digital security? Most mediators 
understand that their use of a particular technology may have pos-
itive and negative impacts on the structure and security of a peace 
process. However, mediators are not sure where to turn for advice on 
enhancing digital security and addressing phenomena such as fake 
news. While there is a growing body of literature on the use of tech-
nology in humanitarian aid2 and development3, as well as in online 
dispute resolution4, little has yet been written about the effects of 
technology on peace mediation and its potential to aid in the preven-
tion and resolution of violent conflict and in peacebuilding efforts.

This Mediation Practice Series publication will help mediators frame 
discussions about the impact of innovations in ICT on conflict and 
mediation. It highlights some of the opportunities and risks around 
using online sources to analyse a conflict. It also offers ethical guide-
lines and a threat assessment framework to explore the risks and 
benefits of ICT applications which may be used to communicate 
privately and with the wider public.

This publication is based on a review of the existing literature on this 
issue; interviews carried out in October, November and December 
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2017; and informal exchanges with mediators, academics and 
experts. To avoid any potential negative impact on ongoing peace 
processes or the reputation of interviewees, most quotes in this pub-
lication are anonymous.

Mediators cannot simply follow the ICT choices made by the con-
flict parties. At the very least, mediators need to understand the 
risks associated with these technologies, and how to mitigate them. 
There is no simple answer to the question of which ICT tools to use. 
Further research and discussion among practitioners is needed to 
help mediators navigate the ICT landscape and keep up with inno-
vations, particularly in relation to surveillance, encryption, disinforma-
tion and the analysis of so-called ‘big data’.5

ICT, conflict and peacemaking

Our definition of ICT includes all technical means used to handle 
information and facilitate communication. This includes both com-
puter and network hardware, as well as software.6 A subset of the 
new ICT is social media, for which we use the Merriam Webster 
definition: “forms of electronic communication (such as websites for 
social networking and microblogging) through which users create 
online communities to share information, ideas, personal messages, 
and other content (such as videos).”7

Potential impact of ICT on the dynamics of warfare

ICT has “radically changed the quantity and quality of information 
available to individuals, groups and governments (and the way they 
transmit it); that means much of what we know about civil war 
dynamics will also change.”8 Through the rapid increase in the 
availability of technological tools, messages crafted by parties with 
a stake in the conflict, and their associated broader narratives, reach 
more people and spread faster than ever before.9 This creates the 
potential for greater intercultural exchange and peacebuilding, a 
better informed citizenry, and quicker access to information allow-
ing for more accurate mapping of peace and conflict dynamics. A 

2
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number of public and private sector initiatives, using social media 
handles such as #peacetech and #ICT4peace, have sought to 
develop and harness this potential.10

 
However, the new ICT is also a tool for those propagating hate 
speech. Rumours that are spread quickly over social media can 
create and fuel animosity.11 Beyond this, cyber-attacks have become 
common, turning digital space into a tool of war itself.12 Some have 
even argued that the increase in armed conflict since 2010 is cor-
related with the digital revolution.13 It is suggested that ICT has 
brought a shift in the balance of power away from governing elites, 
a reduction in the barriers for establishing rebel groups, and an 
increase in impact once these rebel groups are established. ICT 
offers a greater incentive to frame goals in global and extremist 
terms; easier access to financing; and the potential for the more 
rapid spread of ideas.

Using disinformation and propaganda as a tool of political conflict 
is nothing new. But the rise of social media has increased the global 
reach of such operations. The conduct of disruptive operations – 
which are below the threshold of war but aim to destabilise another 
country or group – has been greatly amplified through the prolif-
eration of new technology. Social media is a perfect medium for 
manipulating a group’s feelings, fears and ideas about their own 
collective identity. The interconnectedness of people through digital 
media and technology has enabled the weaponisation of informa-
tion and disinformation on an unprecedented scale and in a way that 
would not have been possible in the past.

Whether the technology should be understood as a force for peace, 
a root cause of conflict, or only as a multiplier, catalyser or accel-
erator, any mediator will need to consider these dynamics.

Mediators must be prepared to operate in an environment where the 
possibilities of misinformation and disinformation have profoundly 
changed.14 The recent investigation into Russian interference in 
elections in the United States and in Europe, and allegations that 
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similar techniques were used in several political scandals in Africa15, 
has shown how social media such as Twitter and Facebook can 
be manipulated by the creation of botnets (groups of automated 
accounts that repeat posts to increase visibility on Twitter) and fake 
groups spreading disinformation. This type of information operation 
will become more common, especially as tools for fabricating video 
and photographic evidence are spreading.16

Ability of ICT to polarise and divide

The business model of the tech giants that has shaped the internet 
to date has become known as the ‘attention economy’. Content is 
generally free for the public because profit is generated by adver-
tising revenues and by collecting online behavioural data on those 
visiting the website. For this to work, people are enticed to stay as 
long as possible on the web pages they visit: the easiest, and hence 
most profitable, way to do this has been to harness the insights of 
behavioural science in order to design apps and content that appeal 
to emotion – in particular fear, anger and outrage.17 One interviewee 
noted: “it is a struggle to find even-handed reporting. Before, every-
one relied on the same controlled sources but now people are fol-
lowing certain streams that reinforce views and do not give a view 
of the other side.”

The conflict-multiplying potential of platforms that are encouraging 
citizens to become more impulsive in the way they reason and com-
municate has barely begun to be considered, let alone understood. 
Increased access to technological tools by elites and media outlets 
had been assumed to increase their capability to influence yet may 
be doing the opposite.18 As one interviewee put it, “ICT sometimes 
makes people lose touch with reality. People create something 
online and recipients are not able to analyse it. They just believe 
one person and it can create more tension in society as a whole.” 
In addition, armed groups now use new technologies to recruit as 
well as to incite and enact violence. For example, Daesh used social 
media to promote its destruction of cultural sites and to recruit 
new fighters.19



Peacemaking and new technologies

13

Has social media driven violence and conflict 
in Myanmar?
Myanmar, a country of 53 million people, has experienced a dramatic transition in 
information access. Ten years ago journalism was heavily controlled and state-censored, 
and a SIM card cost the equivalent of €2,500. As recently as 2014, less than one per-
cent of the total population had internet access. Today there are 30 million registered 
Facebook accounts.20 Many users see the platform as a primary means for accessing 
and sharing information. Within this context, and with posts frequently mistaken for 
news, there has been a proliferation of harmful misinformation and hate speech in 
Myanmar. This has had a significant effect: accusations have been made that Facebook 
contributed to the Rakhine crisis of August/September 2017, which saw more than 
600,000 Rohingya fleeing from Myanmar to Bangladesh.21 Specifically, it appears to 
have made possible a rapid polarisation between communities.

In investigating the crisis, the Chair of the UN Independent Fact-Finding Mission 
on Myanmar said that social media had “substantively contributed to the level of 
acrimony and dissension and conflict, if you will, within the public. Hate speech is, 
of course, certainly part of that.”22

In an effective use of new technologies to stimulate debate on the issue, Myanmar 
author, historian and former UN official Thant Myint-U tweeted:

@thantmyintu 5 April “I wonder if he [Zuckerberg] or anybody else at his company have 
thought at all about all the ways Facebook these past few years have shaped Myanmar’s 
entire political landscape as well as the prospects for any future peace or democracy.”
@thantmyintu 6 April “Wasn’t referring only or even primarily to hate speech. Facebook 
as the only social media platform in Myanmar, where a telecoms revolution accompa-
nied the first political liberalization in half a century, has profoundly shaped post-junta 
dynamics, w/different winners and losers.”
@thantmyintu 8 April “Interesting to imagine Myanmar’s political opening if say 10 years 
earlier, before social media; would there have been flowering of old media? A different 
kind of post-junta political discourse? More dissent on the street v. online? Different expec-
tations, types of mobilization?”

The online Myanmar newspaper Irrawaddy (itself a product of internet freedom but 
also the victim of a number of deliberate hacks) has a sobering forecast but asks the 
right question, “there is no doubt that the next major conflict in Myanmar will start on 
social media or in cyberspace. But who will take the blame, and how can the problem 
be resolved?”23
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Potential ways in which ICT impacts mediation methods

Researchers in the field of Online Dispute Resolution write, “what 
we usually fail to take into account, as we talk, text, phone, mobile 
phone, e-mail, instant message, Tweet, status change and video-
conference our way through life, is that the messages we transmit 
and receive, and the way we transmit and receive messages, are 
affected – and sometimes fundamentally altered – by the media we 
have chosen to convey them through. Understanding the ways in 
which the medium affects the message – ‘media effects’ – is crucial.”24

In addition, ICT disrupts traditional goals of mediation and can create 
new possibilities:

• Mediation as an effort to close information gaps between 
parties. According to game theory, war can be an outcome of 
a communication failure whereby information asymmetries lead 
actors to behave irrationally (i.e. violently). If tech optimists are 
correct, new ICT holds the promise of greatly reducing, or even 
eliminating, this information gap between parties. As a result, a 
shuttle diplomacy approach focused on passing factual infor-
mation becomes less pertinent, as groups are less likely to be 
isolated and can easily access information online. On the other 
hand, for tech pessimists, the misinformation/disinformation crisis 
accompanying social media may enhance the value of the media-
tor role in establishing confidence in the veracity of information.

• Mediation as an effort to forge a shared narrative between 
parties. Narratives represent the ways parties understand situa-
tions and make sense of reality.25 Accordingly, parties to a conflict 
often have widely diverging narratives with little common ground. 
In this case, the role of the mediator is to guide the parties toward 
a shared narrative. The new possibilities offered by ICT create 
the potential for narrative-shaping in mediation processes. The 
battle over narratives is taking place increasingly in cyberspace. 
It is where mediators, conflict parties and, indeed, citizens make 
sense of what is happening, who is responsible and what should 
be done about it. Efforts by mediation teams to help forge shared 
narratives will need to engage with debates driven on social media.
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• Mediation as an activity which generates solutions through 
the transfer of knowledge. Many mediators offer a third-party 
perspective on the conflict to stakeholders as a way of opening 
up new possibilities for thinking about a way forward. Online data-
bases of peace agreements, interactive tools and open-access 
information that can be tailored and packaged by intelligent search 
engines may mean that this ‘peacemaking professional’ model 
of a mediator will lose its pertinence. It is, however, likely that media-
tors will continue to play an essential role as knowledge interpret-
ers, able to contextualise lessons from other peacemaking efforts.

• Mediation as a dialogue or problem-solving process. The 
archetypal model of a mediation as two political leaders from 
opposing groups sitting across a table with the mediator in the 
middle has never quite matched the complicated reality of multi-
level and multi-track dialogue and consensus-building processes. 
It is likely to be even less reflective of reality in a future where power 
is diffused and ICT offers new platforms for engagement.26 While 
initial optimism that online engagement would have an inherently 
positive impact on the quality of dialogue has proved to be mis-
placed, online platforms nevertheless offer significant potential 
for engaging citizens in brainstorming and problem-solving. 
Attention is now focused on how ICT can be engineered in a way 
that promotes constructive consensus-building over destructive 
polarisation. The application of mediation expertise in this area 
may have as much, or more, peacebuilding potential than focus-
ing on the work of senior envoys. 

• Mediation as an effort to reframe problems and satisfy under-
lying psychological needs. One of the (controversial) insights 
of marketing based on big data is that people may be suscep-
tible to messages due to psychological reflexes and that these 
reflexes can be exploited by new technologies. Paying attention 
to the psychological dimension of interactions is not new to the 
mediation field. It is often discussed in terms of the ‘art’ of peace-
making with its focus on setting (table layout, food and drink, 
creating venues for informal encounters), body language (the 
symbolic handshake) and personal chemistry (charm, asking 
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about family, gender dynamics). A mediator has an obvious inter-
est in any technology that could provide detailed psychographic 
profiles of individual conflict protagonists. New techniques for 
tapping into underlying psychological needs in order to change 
group behaviour have been made available through the analysis 
of big data. Algorithms may be used to privilege win/win and 
conciliatory outcomes in social media exchanges and ‘peace 
bots’ might accentuate conciliatory, and diminish polarising, mes-
saging.27 Peace mediators now have new possibilities for oper-
ating at a societal level to shift narratives as well as reformulate 
problems to address underlying interests and less rational (and 
more emotional) needs. How insights into human behaviour 
which have been deployed on social media platforms for com-
mercial, and political, marketing purposes may be deployed in 
the field of conflict resolution remains underexplored. At the least, 
mediators need to consider how new technology may be used 
for positive or negative manipulation of the social contract and 
its ethical implications. 

Given the uncertainties around the impact of ICT on conflict dynam-
ics and mediation processes, there are no simple recommendations 
for how mediation teams should navigate this new environment most 
effectively. The mediation community needs to debate these issues 
and develop a shared language that captures the issues at stake. 
Simply continuing to operate with the tools and approaches of the 
pre-social media era means missing out on the opportunities that 
new technologies offer and mediators risk becoming instrumen-
talised in processes they do not understand. The contours of this 
debate and some potential ways forward are offered in the follow-
ing sections. 

Use of digital sources for analysis

Online conversations have become increasingly important to media-
tors for understanding the context and monitoring opinion about 
ongoing processes as parties to conflict compete for public opinion 
in the online space. 
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This means social media tools such as Twitter and Facebook are 
increasingly relevant to conflict analysis. Nearly every mediator inter-
viewed for this publication used social media to understand local 
attitudes towards conflict, the positions of the conflict parties, and 
to get real-time updates on current events. Most mediators who 
reported using Twitter and Facebook indicated they only did so as 
consumers of media rather than as producers, although some have 
used them for identity verification.

Social media can help mediation teams 
during the preparation of mediation pro-
cesses as well as during them. One 
mediator recounts “in Bosnia our graphs 
showed that both communities cared 
about education for kids, which wasn’t 
being done well through quality or mes-
saging to their kids. Through this tool we 
found that both sides had a problem with 
that, so we used it as a starting point. But 
these tools are only as good as questions 
you asked and data you generated.”

As digital identities become more important these will provide 
new possibilities for data analytics and enable mediators to achieve 
more up-to-date awareness of the situation than previously pos-
sible. By following a broad range of people on Twitter a mediator 
can quickly assess opinions and perspectives on a situation. One 
mediator says, “I’m a consumer of Twitter. If one curates lists on 
Twitter, see when news breaks from groups, hostage videos, etc., 
one starts to get a sense of which individuals have a basic level of 
access and knowledge.”

Social media is increasingly helping mediators pre-empt conflicts 
before they turn to violence. Even with a relatively passive use of 
social media, mediation teams are able to glean information about 
where tensions are high, what the population needs, and the key 
actors in the conflict. More active use of specific applications and 

Even with a relatively passive 
use of social media, mediation 
teams are able to glean 
information about where 
tensions are high, what the 
population needs, and the key 
actors in the conflict. 
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technologies can provide greater depth, granularity and reliability. 
There is an increasing range of technologies to support this analy-
sis such as early warning tools, situational awareness tools, geo-
localisation (GPS), crisis mapping carried out by crowdsourcing, and 
web scraping applications that aggregate across multiple webpages. 
Crowdsourcing and early warning software can provide real-time 
crisis analysis: for example, Ushahidi is a non-profit tech platform 
that enables organisations to crowdsource to-the-minute data on 
conflict environments. Local populations can contribute reports 
through SMS, email, Twitter and the Ushahidi web application. 
Visualisation tools and custom dashboards enable users to receive 
up-to-date reports on a situation. 

One mediator mentioned using the Ushahidi platform in Kenya to 
monitor ongoing ceasefire agreements through crowdsourced 
reporting, to communicate with local populations about violations in 
certain areas, and to warn against travel. 

Early warning software such as Ethnographic Edge, Recorded 
Future and Secureaxis combine publicly available data from numer-
ous sources to draw conclusions about trends in conflict and safety. 
Monitoring food prices and the tone of global news media in order 
to compare trends can provide insight into possible political and 
economic upheavals.28 Private companies offer surveys, media mon-
itoring, network mapping, and data visualisations to help organisa-
tions understand the environment in which they work. Mediation 
teams may be interested in using these technologies for early warn-
ing and/or crisis mapping to increase their awareness of both their 
own safety and the conflict environment.

One mediator reported using Livemaps and Geographic Information 
Systems (GIS) to map shifting spheres of influence, discuss areas 
of access in real-time, and track developments on moving front-
lines. Another mediator used satellite imagery for monitoring poten-
tial violations of an ongoing agreement. However the majority of 
mediators interviewed for this publication made relatively little use 
of data analytics platforms.
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These technologies have the potential to enhance the ability of media-
tors to identify changes in public opinion, verify information from 
interlocutors, monitor ceasefires and other elements of agreements, 
and even identify potential crises before they arise. 

Mediation teams can monitor multiple social media platforms at 
once across multiple accounts, identifying trends in particular hash-
tags, mapping networks to identify key influencers and group com-
position, and monitoring the use of certain keywords in real-time. 
Such tools may also help mediators identify shared interests across 
lines of conflict. This, however, relies on the local population having 
access to technology.

Risks

Technology is not ubiquitous. One of the concerns of mediation teams 
is the possibility that relying on social media and big data analytics 
may exacer bate inequalities in relation to access to technology, and 
thus disempower certain groups. One of the interviewees highlighted, 
“one risk is that there’s an over-focus on those who are connected 
as opposed to those who are off-grid or who have chosen to be off-
grid because the conflict is not enabling connectivity. So it’s only a 
partial picture and cannot be seen as a full read of the environment.”

What are bots and why should mediators care 
about them?
A bot is a software application that performs automated tasks over the internet. Google 
assistant, the Siri application in an iPhone and the chatbots now used by many air-
lines to field initial customer complaints are examples of bots. 

It has been estimated that two-thirds of tweeted links to popular websites are posted 
by automated accounts – not human beings.29

The @PeaceTechBot available on Twitter is one example. It is a Twitterbot that ‘crawls’ 
the Twittersphere automatically retweeting material related to conflict data and peace-
building grants. 
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Whilst not inherently good or inherently bad, the power of bots to aggregate infor-
mation and internet-based news content can be deployed with malicious, as well as 
benevolent, intent. They can also have unintended consequences. A feature of the 
current internet landscape is that it is not easy to determine who has created a bot 
and for what purpose. Self-reproducing bot-farms may be the product of AI, a state-
backed conspiracy or a bored teenager. There are three primary distorting effects 
mediation teams need to be aware of: 

• Artificial amplification of a voice or strength of popular sentiment. Bots can 
be a cheap and easy way to boost the appearance of the strength of support for an 
individual politician or a particular view point. A citizen journalism website in 
Sri Lanka, for example, has investigated this possibility and highlighted the situ-
ation in Sri Lanka where a “new appetite for social media strategies specifically 
engineered for electoral gain amongst all politicians… involving human trolls as 
well as automated bots. The intent is clear – to influence voter perceptions and 
public discourse, over and beyond social media.”30

• Deliberate manipulation of a discourse. Bots are an effective way to multiply 
content in an effort to shape a debate. For example, in the context of the online 
conversation about the White Helmets in Syria it is alleged that social media algo-
rithms have been gamed through “a flood of content, boosted by bots, sock puppet 
accounts and a network of agitators, to create a “manufactured consensus” that 
gives legitimacy to fringe views.”31

• Automatic posting of inflammatory or erroneous material. Bots that tweet 
or retweet inflammatory or erroneous material may not even have been pro-
grammed with malign intent but they generate additional ‘noise’ and potentially 
incite violence.

Botnets are formed by linking individual devices that are running bots. These kinds 
of networks are behind some of the malicious attacks on ICT networks, the genera-
tion of spam and the dissemination of viruses, but may also play a role in the types 
of distortions listed above. 

Mediation teams that have traditionally been skilled at carrying out political analy-
sis and conflict assessments in polarised and fragmented societies may, in the future, 
need to be able to counter additional uncertainties and risks to the process that are 
generated by bots.
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A number of techniques are used by parties to manipulate online 
conversations in ways that risk skewing the analysis of conflict media-
tors. Astroturfing, or using fake accounts to create the appearance 
of popular sentiment where it doesn’t exist, is one such example. 
In the words of one of the mediators interviewed for this publica-
tion, one does not really know if influential voices on social media 
are “thirteen-year-old kids in their parents’ basement or a top 
commander.”

The fast pace of communications causes misinformation and dis-
information to spread rapidly without proper fact-checking. Social 
media can quickly distort the conversation. In addition, biases in 
algorithms and search terms can have a significant negative impact 
on the accuracy of the analysis. Without knowing how these algo-
rithms operate, those drawing conclusions from search results are 
likely to make errors in their understanding. Interpreting big data 
is, in itself, a complex task. As Emmanuel Letouzé, Patrick Meier 
and Patrick Vinck write, “an inconvenient truth is that big data (and 
fine-grained measurement techniques) are terrific material for sta-
tistical shenanigans, biased fact-finding excursions that may lead to 
false discoveries, spurious correlations, confusion between correla-
tion and causation, and more econometric and logical ills.”32 

Even when used properly, analysing and acting on the gathered 
data remains a challenge.33 ICRC Director of Communication and 
Information Management Charlotte Lindsey-Curtet says, “we are 
skilled at building likely scenarios but not the worst-case scenarios. 
Are we taking the signals for really bad events or are we hoping 
things will happen to minimise the risk? We might be looking after-
wards, saying signals were there, but no one wants to interpret them.” 
Other drawbacks include ‘noise’. As Lindsey-Curtet says, “in a 
context we were analysing we completely discounted all of the 
English-language communication. It was just noise but of such a 
significant volume that it would have distorted the analysis.” 

Financial constraints and the time needed to develop adequate 
analytical resources can be another impediment. Some of the 
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experts in the field of data analytics said there is currently no tool 
they would fully recommend for analysing social media due to the 
difficulty of programming them for specific needs. 

Other considerations of growing importance are data privacy and 
data ownership. Recognising the impact of ICTs on these issues, 
the European Union has issued the General Data Protection Reg-
ulation (GDPR), which establishes a right of disposal of one’s own 
private data.34 The ICRC and other organisations have increasingly 
called for these rights to be adequately protected for populations 
affected by humanitarian crises. While mediators are less likely than 
aid workers to collect personal data, it is important they take data 
privacy into consideration in their work.

The Harvard Humanitarian Initiative has developed the “Signal Code”, 
an ethical framework for the use of ICT by communities of practice 
in humanitarian emergencies.35 Based on the Universal Declaration 
of Human Rights and other international agreements on human 
rights, privacy and technology, the Signal Code designates five basic 
rights with regard to how information is handled during crises:

• The right to information;
• The right to protection;
• The right to data privacy and security;
• The right to data agency; and
• The right to redress and rectification.

From this we suggest that mediators must have the necessary 
technical capacity and digital expertise to protect their interlocu-
tors. Moreover, from the guidance on data agency, which includes 
a mandate for informed consent, we infer that mediators must 
ensure they are sufficiently able to inform parties about the use of 
information and the risks they are undertaking by communicating 
through technology. From a rights-based perspective, mediators 
have an ethical obligation to ensure that parties in conflict are aware 
of the risks they are taking by choosing a particular technology for 
communication during a mediation process. 
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Use of digital sources for analysis
Benefits and risks summary

Benefits Risks

• Social media analysis and big 
data analytics can enable real-
time context analysis and  
assist in preparedness.

• Social media analysis and big 
data analytics may enable  
mediation teams to identify  
growing areas of conflict at faster 
rates than previously possible.

• Social media analysis may help 
mediation teams identify networks, 
key influencers, and important  
locations, enabling them to target 
and focus their work.

• Social media may enable broader 
inclusion of opinions and popula-
tions in mediation processes.

• Social media analysis and big 
data analytics can help mediation 
teams monitor ongoing agreements.

• Use of social media analytics and 
big data analytics for crisis map-
ping may exacerbate pre-existing 
inequalities in access to technology 
and may not be fully representative. 

• Social media can only provide a 
partial picture of public opinion, 
which may be more extreme than 
actual opinion.

• Social media may be manipulated 
by parties to influence the media-
tion process and analytics may not 
identify this.

• Bias in algorithms, search terms, 
and software may go unseen,  
offering a false sense of certainty.

• Predictive capacity is limited and 
depends on interpretation.
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Communicating with apps:  
what mediators need to know
Private communication: mediation team to parties

The ease and speed with which one can communicate via ICT has 
increased the capacity of mediation teams and the rate at which 
they can work. One mediator interviewed for this publication said, 
“with Skype and WhatsApp, you can do a face-to-face without 
10,000 miles and 3 weeks. You would use Skype or WhatsApp for 
discussions, making arrangements and communications between 
formal meetings. Or to furnish information that has been requested 
in formal meetings.”

In addition, mediators working on multiple conflicts or with multiple 
parties within a conflict can maintain communication with all parties 
at once. Most mediation teams using ICT emphasised the speed 
and ease of these forms of communication as the primary benefit.

Almost all mediators we interviewed reported using person-to-
person messaging apps including WhatsApp, Telegram, Signal and 
Skype. Text messages and voice calls were the most popular meth-
ods used. Interviewees also mentioned other apps such as Line, 
Viber, and Blackberry Messenger as ones they had used in par-
ticular locations, depending on local popularity and the preference 
of conflict parties.

These technologies are typically used for checking in about logistics 
and setting up future in-person meetings, maintaining trust-building 
contact between meetings, and discussing small elements of con-
tent. These are also used for fact-checking and floating messages 
for approval.

Messaging apps help protect the security both of individuals and 
of networks. The use of ICT also increases the sophistication needed 
to eavesdrop on these processes, which may benefit mediation 
teams in less technologically sophisticated areas.

3
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A mediator’s story: the death of a trusted agent, 
a rebel leader, and the shift to WhatsApp
One mediator interviewed for this publication recounted how direct communica-
tion technology had increased safety for parties he dealt with directly. He used to 
rely on ‘shepherds’ – “trusted intermediaries who can go from key interlocutors of 
a group to you.” These people had to be able to cross the divides within a country 
and their success was reliant on being trusted by all sides to a conflict. The mediator 
had used many of these shepherds throughout the years, and vividly remembered 
when one was killed while crossing a contested border on behalf of the mediator. 
“This was obviously hard to absorb,” he said. Today, his use of trusted intermediaries 
has decreased by over ninety percent as he relies on WhatsApp to contact the con-
flict parties.

The need to meet face-to-face can be dangerous for the participants as well as the 
shepherds. In one case, a shepherd had to meet with a rebel leader, take possession 
of a letter, and then circuitously bring it to the government. Before the letter was 
delivered, the rebel leader who had written the letter was killed in a drone strike. It 
emerged that the shepherd, known and trusted by both sides, had been used by the 
government to locate and target the rebels.

This mediator now relies heavily on voice communication via WhatsApp. He believes 
the encrypted application increases the safety of the participants and removes the 
need to meet in person as often. There are challenges associated with using this tool, 
though: language differences may make verbal and text communication more opaque 
than communication in person. Confirming the identity of participants through 
technology can also be challenging. This can be circumvented by combining both 
old and new technology, for example using the unique serial number on a bank note 
to serve as a signifier that the courier delivering a mobile phone is trusted by the 
leadership of the organisation. Ultimately, this mediator believes that the use of ICTs 
has made mediation safer and more effective for the participants.
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Several mediators mentioned ways that ICT helped with trust-
building. In one situation, a mediator reported using technology that 
analyses facial expressions to determine if video chat interlocutors 
could be trusted, a practice that may present real benefits but also 
carries with it ethical dilemmas as surveillance technology continues 
to develop. One mediator mentioned that during video conversa-
tions with parties, the latter would often be at home with children 
in the background. This offered a view of the interlocutor in a com-
pletely different role and later enabled interpersonal connections 
in more formal meeting spaces, when the mediator asked about 

the man’s children.36 Frequent informal 
contact might also increase trust and 
co-operative behaviour.37 Thus, tech-
nology might add a new dimension to 
communication which has the benefit 
of increasing trust when used in spe-
cific situations.

Direct communication technologies 
make it increasingly easy to reduce the 

level of formality in a process. A mediation team can have con-
tinuous informal contact with parties via messaging. This informal 
access can create a more personal bond between the mediation 
team and the parties.

Risks

Mediators emphasised the need to have a personal relationship 
with the parties before shifting to digital technologies: as described 
by one of the interviewees, “it’s about sleeping at houses and getting 
to know families. Putting your life in their hands and getting to know 
them so they see you’re not a bad bloke. It starts with a human 
interaction and direct relationship.”

Research has shown that over-the-phone communications foster less 
trust and more competitiveness than in-person conversations.38 

Text-based communication is correlated with even higher levels of 
mistrust and contentious behaviour in entirely online negotiation 

Mediators emphasised the 
need to have a personal 

relationship with the  
parties before shifting to 

digital technologies.
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processes, as well as lower satisfaction with outcomes.39 The loss 
of information from verbal and non-verbal cues, and the limited 
amount of context, can create a natural scepticism towards the 
motives of others. Asynchronous messaging and interruption of 
streams of thought through multiple simultaneous messages cause 
conversations over text applications to be more disrupted.40

Transmitting a message through digital means may also change 
the non-verbal content of the communication. In comparison 
with in-person communication, text-based communication over 
the internet is correlated with lower feelings of accountability for 
the message, a heightened sense of anonymity, and less care  
in composition of messages. Studies of email communications 
have shown that when writing, people are much more likely to 
focus on logical argument and task-orientation over personal  
experience-sharing.41

There is also a risk of miscommunication, particularly when leav-
ing details out due to the sensitivity of exchanging information over 
insecure channels. One mediator says, “you could be having a 
conversation around ‘friends’ but you are speaking of a direct inter-
locutor, while the other side believes you are talking about an 
armed group. It’s striking how often there is a misunderstanding.” 
In addition, information provided via text may be limited and under-
standing may go unchecked due to a lack of confirmation or ques-
tioning as well as body language cues and responses that are 
available in person.42

Direct communication through ICT also carries the risk of ‘spoofing’ 
or pretending to be someone else. Parties may spoof one another 
or the mediator, or factions within one party may spoof one another. 
As the composition of the group shifts over time, the points of 
contact for the mediator can become less relevant or less repre-
sentative of the group. In addition, it is almost impossible to initiate 
contact with a new interlocutor through messaging apps. There 
is always a risk of not knowing who is on the other end of a  
communication.
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Social media at the negotiating table
A mediator interviewed for this publication was involved in a negotiation between a 
central government and a province in rebellion. During a formal round of talks 
between the two parties, supervised by a mediation team, he noticed that the parties 
were not focused on what was happening in the room. Instead, all eyes were on their 
mobile phones, with a rapid sequence of duelling Tweets and other messages on 
social media going out to their various constituencies. These messages were about 
the content of the negotiation, a particularly contentious issue. While both parties 
had agreed that, in theory, the negotiation would be discreet and confidential, in 
practice it was seen as more effective for them to rally their populations to support 
their positions as opposed to negotiating with the other side.

The impact of this use of social media was similar to having a real-time press conference 
in the room with a host of uninvited, unaccountable voices involved in the negotiation. 
The mediator compared this to having agents in the room with no idea who they rep-
resented but who were influencing the process. The mediation team had to respond to the 
dialogue on social media because it was so influential on the negotiation representatives.

In an attempt to manage the impact of social media on the process, the mediators 
imposed a ban on mobile phone use during face-to-face negotiations. It was however 
impossible to limit the use of social media by the parties; the mediator recounting 
this story believed that the exploitation of social media by conflict parties during nego-
tiations will be a major force in conflict resolution moving forward.

The mediation team’s use of a particular platform may also affect 
perceptions of their impartiality. For example, in situations where the 
state is a party to conflict and may be surveilling certain messaging 
applications in the local context, the mediation team’s endorsement 
of surveilled vs encrypted applications will affect their perceived 
impartiality. This factor must be considered in the process. If, for 
example, a mediation team chooses to use a fully encrypted tech-
nology and the government is aware of this, they may be perceived 
as less trustworthy by the state. However, if they choose platforms 
which are unencrypted or are shared with third parties, parties who 
are adversaries to the government may lose trust.
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Impartiality may also be compromised by the information that is 
shared. Due to the fast-paced, less thoughtful nature of commu-
nication via messaging applications, technology may bring the 
mediation team in contact with ethically challenging information. 
For example, one mediator had a rebel group brag to him via 
WhatsApp about successful attacks on civilian targets. In addition, 
direct communications technology may put mediators in contact 
with private information they do not wish to encounter.

Many mediation teams are concerned 
about the leakage of strategic infor-
mation from the mediation to broader 
constituencies, third parties or spoilers. 
This includes the leakage of informa-
tion about the concessions which are 
being considered by conflict parties 
which could, for example, lead to criti-
cisms towards negotiators and desta-
bilise a fragile process.

Safety and security is a major concern for mediators using tech-
nology with parties to conflict. Some entities may have the ability 
to capture metadata of conversations43, track mobile phones and 
other networked devices, use technology to eavesdrop on conver-
sations, follow them as they travel, and/or map out who they call and 
physically meet.44 Many parties are reluctant to conduct any dialogue 
of substance over digital means.

The greatest concern mentioned by the mediators in interviews was 
for the physical safety of the parties, particularly in relation to their 
location. One mediator mentioned not travelling to the funeral of a 
friend because he knew his presence might put other attendees 
at risk. The use of ICT in conflict settings heightens these concerns, 
notably due to the ability to track and locate any mobile device.

“In Yemen, we have interviews of negotiators who mention that 
the meeting could only last a certain number of minutes, which 

The greatest concern  
mentioned by the mediators 
in interviews was for the 
physical safety of the parties, 
particularly in relation to 
their location. 
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was a calculation of how long it would take for the drones to 
come to attack the site… It’s the counterterrorism environment, 
the technology used in the field, that sets the context of the nego-
tiation. Sometimes you do it without a physical meeting because 
of that. Without that technology you can take your time with tea, 
etc., because there’s no possible attempt to attack the site.”

Concerns about physical safety may render other forms of surveil-
lance mitigation useless; for example, putting multiple phones in one 
Faraday bag cuts off all their signals in the same location, indicating 
that a secret meeting is taking place among those particular users, 
which may put individuals in greater danger.

In addition to the risks to physical safety, risks to the confidential-
ity of information may be increased with the use of ICTs and the 
prevalence of hacking technologies. Privileged information can be 
leaked to the public. ICT leaves all parties involved in the conflict 
vulnerable to hacking, the loss of confidentiality, and the capability 
for rapid dissemination of confidential information, potentially for 
nefarious goals.

Sophisticated hacking technology has become more easily acces-
sible, enabling governments and other actors to access documents, 
call records, text messages, browsing history and photos on remote 
hacked devices. Examples of hacking techniques include creating 
fake versions of WhatsApp, Telegram and Signal, luring users into 
a false sense of security.45

The bottom line is that the use of ICT should never be assumed to 
be fully secure. As the use of technology becomes more wide-
spread, a back-and-forth has ensued between hackers, intelligence 
services and security experts.46 As soon as a new type of encryp-
tion is discovered, hackers attempt to crack it. As soon as it is 
cracked, coders and those wishing to protect privacy attempt to 
find alternatives. At the moment, it seems that coders are ahead: 
there are forms of encryption that seem impossible to crack by 
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currently available technology. Yet evolution in these technologies 
needs to be constantly monitored.

Public communications: mediators to general public

Using social media platforms for public communication may expand 
the scope of participation in conflict mediation by allowing histori-
cally underrepresented groups, such as women or young people, 
to participate in the dialogue through direct communication, as well 
as through public messaging services such as Twitter or Facebook.47 

Representation in mediation processes tends to be skewed towards 
the powerful groups within society, who 
are often older, wealthy, and male. The 
use of ICTs may enable mediators to 
widen participation and enable members 
of the public to reach out with contribu-
tions or concerns.

Greater inclusion may also enable 
broader support for agreements reached 
through the process.48 One mediator 
interviewed likened it to the democratisation of peacemaking and 
believed radical inclusivity may be a viable alternative to traditional 
elite-focused approaches. By communicating about mediation 
processes via social media, mediators are able to mitigate the risk 
of seeming opaque and secretive. They may communicate to 
manage expectations around the limitations of the process and to 
inform the public about the progress of talks. By communicating 
directly with the target audience, mediators also offset the risk of 
the parties controlling the narrative about the mediation process. 
Despite this, at this point few of these potential benefits seem to 
be actively pursued by mediators.

In addition, mediators may use online platforms to facilitate inter-
action between parties. In this controlled online space, parties 
who are not be able to be in the same room may be able to con-
nect with one another.49 Mediators may use curated online space 

By communicating about 
mediation processes via  
social media, mediators are  
able to mitigate the risk of  
seeming opaque and secretive. 
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to build trust and counteract dehumanisation at times where 
other forms of communication are logistically impossible or unwise. 
Online space provides new channels through which mediators 
can engage in interacting with, and shaping the narratives of, con-
flict parties.

Risks

The mediation team’s network and personal communications may 
pose risks in terms of reputation and confidentiality. There is a 
fine line between personal and professional views which must be 
maintained by the mediation team in their use of social media. 
‘Friending’ parties on Facebook or other platforms may create the 
appearance of partiality, yet refusing such invitations may be ill-
received. Posting personal information may also affect the safety 
of a mediator or his/her family. 

One mediator recounted feeling very uneasy when, a week after 
having posted a photo of his son on his Facebook account, a 
conflict party asked him about his son. Another mediator recalled 
a situation in which a team member who was very active on social 
media had become “marginalised and bullied to the point that he 
is ostracised and can no longer present himself as neutral in the 
social media world. . . Anything you say can be used against you 
and stays there.”

In addition, mediators attempting to steer public messaging about 
mediation processes through public communications join the fray 
of online voices vying for claims to truth. As a result, they may 
become subject to online attacks by parties intent on controlling 
the narrative.

As with direct communication, there is a risk of reaching only a sub-
set of the population who have access to technology. If mediators 
assume that by publicly posting on social media they are reach-
ing all stakeholders, they may be misperceiving their reach. This 
false sense of wider inclusion may actually cause the process to 
become skewed.
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The use of digital platforms during the Libyan 
National Conference Process (NCP)
One notable innovation during the NCP, which took place between April and July 
2018, was the possibility for Libyans to contribute to the process online. It was impor-
tant that the NCP provided different platforms and ways for people to contribute, 
rather than restricting participation to physical meetings. While the internet pen-
etration rate in Libya is rather low compared to other countries in the region, it 
appeared evident that the internet could be a powerful tool for informing Libyans 
about the process and allowing them to contribute electronically to the consultations. 
To achieve this, a website was specifically designed by the Centre for Humanitarian 
Dialogue (HD) with parameters set to allow people with low-bandwidth to access 
and navigate it easily. The website included information about the NCP as well as the 
dates and locations of upcoming meetings, visual content from past events, meet-
ing reports, and information about how Libyans could organise their own NCP 
events. Most importantly, the website included an online questionnaire through 
which Libyans could provide their insights on the questions included in the agenda 
for the consultations.

Libyans were also able to express themselves on a Facebook page. However, general 
comments that tended to be nonspecific were not considered as part of the formal 
consultation process, although messages received through the Facebook inbox were 
considered. Most comments concerned the location of meetings, how people could 
contribute to the consultations, questions about the NCP and the outcomes of con-
sultations. In addition, some used these social media tools to voice their aspirations 
for the future of their country and to suggest solutions to the main challenges Libya 
was facing, such as ending the transitional phase.

In total, the National Conference Process had 138,000 Facebook followers, while the 
Twitter account had about 1,800 followers. Half a million comments were generated 
in the course of 14 weeks. In addition, 1,700 questionnaires were completed on the 
Conference’s website, which made up 30% of the overall contributions to the consul-
tative phase of the NCP. These contributions were included in the final report of the 
NCP submitted in November 2018 to the Special Representative of the Secretary-
General in Libya.
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Communication between mediators and parties
Benefits and risks summary 

Benefits Risks

• Communication technologies  
increase security due to  
decreased travel.

• Communication technologies  
allow for more frequent, discreet, 
real-time communication between 
the mediator and parties. 

• Communication technologies may 
increase trust in certain situations 
and can supplement in-person 
communications to maintain trust.

• Digital communication may allow 
the mediator to bypass spoilers 
within the bureaucracy of an  
organisation by allowing them to 
communicate directly with the 
principle decision-makers.

• Lack of verbal intonation and non- 
verbal cues may decrease trust.

• The use of technology tends to 
decrease careful composition of 
messages and can affect the way 
content is interpreted.

• Mediators may not be able to 
confirm who is at the other end  
of a communication or who is 
communicating with whom.

• Technological communication may 
compromise impartiality.

• Digital communication tools can 
create physical risks through  
increased potential for surveillance.

• Digital communication is inherently 
at risk of copying, distribution or 
manipulation.
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Public communication
Benefits and risks summary

Benefits Risks

• Public communication by the  
mediator may enable broader 
participation in the process.

• Public communication about the 
process by the mediator may help 
control the narrative and increase 
public trust around the process.

• Public communication about the 
process may increase support for 
agreements due to increased trust 
and transparency.

• Public communication and a 
transparent online presence may 
increase trust in the mediator  
and improve their reputation.

• The mediator becomes part of the 
battle for the narrative about the 
mediation and risks alienating 
populations.

• Posting, ‘friending’ and maintain-
ing a visible network on social  
media may pose risks to the  
mediator’s impartiality.

• Sharing personal information  
may put the mediator at risk,  
and having an online presence 
may open the mediator up to  
reputational attack.

• There is a risk of assuming a false  
sense of inclusion and exacerbat-
ing existing inequalities in access 
to technology.
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Forms of digital threats
There are several specific forms of threat in the world of digital security:

• Information disclosure involves sharing information with actors for whom it was 
not intended. Examples include government surveillance of content or metadata, 
the seizing of physical devices for examination of content, the reading of unen-
crypted messages by any party, or the publishing of information by the interlocutor. 
Information disclosure is the primary concern for mediators as it relates to both 
physical safety and the confidentiality of their networks.

• Spoofing is when someone pretends to be something or someone they are not. For 
example, an actor may pretend to be a different party or impersonate the media-
tor. Software might also be spoofed, with someone creating a false version of a 
particular application, then using it to pull data. The Electronic Frontier Foundation 
and Lookout found a malware espionage campaign in the form of fake WhatsApp 
applications released by a nation-state that allowed it to collect photos, messages, 
locations and more.

• Tampering is when an actor changes a data point they are not supposed to modify. 
For example, this could include Photoshopping a picture, faking a video or editing 
a message from a party or the mediator, or adding/deleting data in storage.

• Repudiation means that the author of an act (for example, writing and sending an 
email) is able to deny their action. "Non-repudiation" is a legal concept which 
prevents successful claims of not being the source of a given piece of data through 
things like digital signatures.50

• Denial of Service involves preventing a software from working, such as when a 
state shuts down a particular service or attackers crash a site. This is often done 
through a Distributed Denial of Service (DDoS) attack, where multiple compro-
mised systems, often infected with a Trojan, are used to crash a site.

• Elevation of Privilege is when an actor is able to do things within a system that they 
should not be able to do.

Considering each of these types will enable mediators to create threat models which 
are applicable to their specific context.
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Threat model and digital risk management

There are four potential responses to threats: accept, transfer, miti-
gate and eliminate.

Several mediators report that accepting the threat of information 
disclosure through network monitoring by governments is often the 
only realistic approach. One mediator said she regularly communi-
cates over unencrypted channels to let state surveillance know that 
she is not a threat: “sometimes it is also good to let ‘them’ (people 
who monitor us) know what we do and that we are good willing 
people, who want to solve problems.” Another said he just accepts 
the risk, “I just have to be careful that there’s nothing you’re saying 
that would put the mediation at risk. I operate on the basis that 
whether it’s tape-recorded or not makes no difference.”

Most mediators interviewed for this publication take the approach 
of transferring the risk, by following the parties’ preferences in rela-
tion to what channels of communication to use. This choice places 
the risk of breaches of confidentiality, revelations around identities 
and networks, or invalid data with the parties. One mediator said, 
“if they’re not dead, they understand their security context better 
than we will ever.” Another mediator said “I don’t know enough about 
the technology, so I have to assume that the other side will take 
into account the risks involved. There are clearly risks – people 
have been identified and subject to drone attacks. But I’m not in a 
position to provide assurances or advice on it.”

Agreeing to use a party’s recommended channel can potentially be 
seen as an endorsement of the technology. Parties “may perceive 
that our use of it means that it’s OK. Because of the perception and 
our reputation, we may give credence to a particular channel and 
people may think the security is good. We have to do no digital harm.”

Consequently, while transferring risk to parties is an acceptable 
choice for a mediator, it should be done from a position of some 

4
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familiarity with both the technology and potential threats rather than 
as a default choice. Experts in the field of Online Dispute Resolu-
tion – in which mediators work solely online in largely corporate 
settings – write that, “it is incumbent upon every mediator who wants 
to use online tools to educate himself or herself about the realistic 
risks that parties take when they work online. As a matter of ethics, 
mediators should understand how the technology works on at least 
a basic level and should make choices about what technology 
they recommend for use on the basis of that knowledge.” Mediators 
also have a responsibility to be aware of the risks of using a particu-
lar technology. 

Using a threat model can help identify the digital attacks that might 
be made on a system, by whom, and for what purpose.51 Threat 
modelling enables risks to be analysed which can inform decision-
making around responses to digital risk. Assessments need to be 
continuously updated to take account of the fact that technological 
capabilities are rapidly evolving. Something which might not be a 
threat today may become a threat tomorrow; and which risks can 
be mitigated, or transferred, may not remain constant in the future. 
It is therefore important to continually revisit and revise threat models.

The Electronic Frontier Foundation recommends asking the follow-
ing five questions:52 

• What do I want to protect?
• Who do I want to protect it from?
• How bad are the consequences if I fail?
• How likely is it that I will need to protect it?
• How much trouble am I willing to go through to try to prevent 

potential consequences?

Categories of risk – what do I want to protect?

Physical security – For parties in conflict with the state, physical 
safety can be a major concern which lies beneath decisions around 
digital security. Protecting information related to geographic location, 



Peacemaking and new technologies

39

therefore, becomes a priority. This information may be part of the 
content of a message (such as in communications about the loca-
tion of a planned meeting) but, more importantly, physical location 
is always embedded in the metadata of mobile phone communi-
cations. It can also be embedded in messaging from particular 
applications. To eliminate the risk of physical harm being caused by 
the use of technology, mediation team members might take care 
not to take phones with them when travelling to meet parties who 
are particularly sensitive to this risk (though this only mitigates the 
risks generated by non-digital factors). One mediator said that “my 
projects are a special case because they are so sensitive. We are 
almost anti-technology. We use only laptops, phones, and print-
ers that have never been connected to the internet and never will 
be. . . . The people we are dealing with are very demanding. If they 
see you have a phone, they won’t meet you again. They don’t meet 
around cars, you can’t wear a watch, etc. . . . I travel electronic-
less.” To fully eliminate threats, mediation team members must not 
carry or communicate with digitally-enabled devices, due to the 
meta data that is generated through their use.

Reputation and trust – A mediator’s reputation and trusted rela-
tionships could be threatened by a number of factors including 
another actor generating fake online content and pretending to 
speak on behalf of the mediator or disclosing information or tamper-
ing with data.

Confidential information – To maintain trust and informed consent, 
mediation teams must maintain the confidentiality of information dis-
closed by the parties, ensuring no unauthorised party has access to 
private information. They may need to protect location and other 
identifying information about themselves for political reasons as well 
as reasons related to physical security. To mitigate the risk of infor-
mation disclosure, mediation teams might encrypt or password-
protect their physical devices and/or only use applications with 
end-to-end encryption. Mediators may want to ensure that data is 
stored solely on encrypted servers.
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Any use of cloud computing for back-up or file-sharing purposes 
should be carefully assessed against hacking risks. End-to-end 
encryption encrypts data as it is being transmitted over the inter-
net. While this deals with the risk of ‘man-in-the-middle’ attacks 
by preventing people from eavesdropping on the information as 
it is being transferred, it does not automatically mean that the data 
is stored securely. Data centres usually decrypt user’s information 
once it has arrived. Many online services do not re-encrypt data 
before storage. Emails sent using encrypted technology are only 
protected if the person receiving the email also uses encryption.

Computers containing highly sensitive data should never be con-
nected to the internet. Several mediators reported avoiding normal 
email accounts and instead using draft folders on cloud-based 
file-sharing platforms such as Google Drive or Dropbox for slightly 
more secure communications. Some prefer to avoid all use of elec-
tronic communication and solely using face-to-face communication 
in the most sensitive cases.

Confidentiality around networks and identity – Protecting the 
identity of interlocutors, the relationship of a specific individual to 
a specific phone number, and the relationship of multiple phone 
numbers with one another are important elements of network 
confidentiality. These threats relate largely to physical safety, par-
ticularly for political dissidents. One mediator said, “I’m exercised by 
this concern that a call from me if I’m not careful can get someone 
arrested. Or targeted for killing. I’ve lost quite a few interlocutors 
to targeted killings. I don’t think any because of their relationship 
with me but it’s a constant reminder of the danger of their lives.” 
Confidentiality around networks is a longer-term concern than 
simply physical safety. Conflict parties who find their identities 
compromised may experience negative impacts on more than 
their physical safety, such as blacklisting, exclusion from the politi-
cal process, or financial effects. To mitigate the risk of breaches 
to network confidentiality, mediators may refrain from contacting 
an individual over the same channels or on the same device as 
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another. Another aspect of this risk is the need to confirm the 
identity of participants through technology, so the mediator knows 
they are interacting with the appropriate people. Secure messag-
ing applications such as Signal offer a degree of assurance, pro-
viding they have not been subject to tampering. Mediators must 
confirm the identity of their online interlocutors while also protecting 
this information.

Most email providers increasingly embed 
Artificial Intelligence (AI) features into 
their service. While this can enhance 
productivity, for example by automati-
cally offering to add to one’s diary an 
appointment proposed in the body of 
an email, it also presents confidentiality 
concerns. Some email providers are 
notorious for the extent of the data they 
collect, including contact information. 
More generally, all internet activity, such 
as Google searches, are stored and are 
thus searchable to reveal information 
about an individual’s online profile.53

The integrity of data – Mediators need to ensure that no com-
munications have been tampered with, edited or falsified. They may 
also be concerned about the veracity and authenticity of mes-
sages received over social media. For example, data collected from 
social media may include ‘bots’ or automated accounts serving to 
amplify particular messages. Similarly, one mediator interviewed for 
this publication mentioned the use of a Photoshopped image to 
incite anger.

In all instances, it is critical that mediators apply all basic cyber-
hygiene rules, including installing robust anti-virus programmes, 
applying updates and security patches as soon as they are re-
leased by the vendors, and not opening suspicious attachments 
or hyperlinks.

Computers containing highly 
sensitive data should never  
be connected to the internet. 
Several mediators reported 
avoiding normal email 
accounts and instead using 
draft folders on cloud-based 
file-sharing platforms. 
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Summary of steps to manage ICT risk

The following framework offers an approach for considering the tech-
nology a mediator may be using and to understand its impacts on 
the process or outcome.54 Mediation teams may or may not have 
the ability to influence which applications are used by conflict par-
ties, but mediators do have a duty to understand and address risks 
that may be created.

1. Prioritise aspects of the mediation process

The mediation teams must be clear on the most important aspects 
of the mediation process in the particular context in which they are 
working. This prioritisation will inform the tools used, and the choices 
made, regarding the use of technology. 

2. Conduct a threat assessment

The mediation team should assess the threats to the process. 
Understanding any malicious actors with the intent and capability 
to threaten the use of information and communication technolo-
gies will inform the mediator’s selection of these and their use. 

3. Analyse tool selection

The mediator should choose the technological tools which best 
support their priorities while being aware of any limitations imposed 
by threats to the process. Consider whether the tool will enable 
those involved to mitigate, transfer, eliminate, or accept risks around 
digital security.

4. Analyse process choices

New technologies can be used in a way which maximises the 
benefits while minimising the threats. For example, establishing 
guidelines with the conflict parties on when they can post informa-
tion about the content of a draft agreement may help manage some 
of the risks resulting from the use of social media. Process deci-
sions can help offset risks introduced by technology and harness 
the benefits.
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5. Mitigate disinformation risks

The parties, factions and interested third parties may deploy social 
media and online news for strategic gain. This may be through 
legitimate means, or it may be through malicious manipulation of 
events and perceptions. The mediator should identify the stakehold-
ers that are active in the space and what their influencing goals may 
be, including who they are targeting and to what end. Specific 
communications can be evaluated using the following test:55

• Currency: How recently was this information published/posted? 
Can you find a publication date?

• Reliability: Is the information supported by evidence? Can it be 
confirmed by other sources?

• Authority: Who wrote the information – are they an expert or 
knowledgeable in their field?

• Accuracy: Is the information supported by evidence? Can you 
verify any of the information in another source or from personal 
knowledge? Does the language or tone seem unbiased and free 
of emotion?

• Purpose / point of view: Why was it written? To sway opinion? 
Is it biased toward a particular point of view?

There are also examples of online educational and fact-checking 
tools designed to combat misinformation (see Annex B). Many of 
these tools remain regionally-focused, but the tools are rapidly 
expanding.

Mediators may need to consider action to mitigate disinformation 
and misinformation. This may be done by seeking to influence 
parties privately regarding their information campaigns, or for the 
mediator to consider using their own social media strategy to coun-
ter disinformation and misinformation by communicating directly 
with the public. This approach is, however, contentious, and is an 
area of mediation practice which deserves further debate.
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Conclusion

Using information and communication technologies for direct and 
public communications has an impact on the substance, process 
and security of conflict mediation and on the reputation of a media-
tion team. Simply using such technology for analysis may affect 
the process by providing a much wider scope of knowledge than 
was previously available, while also raising the risks around biased 
information. As technology continues to advance, mediation teams 
will have new options and tools for improving communication, con-
flict analysis, and situational awareness.

The UN Guidance for Effective Mediation identifies a number of key 
fundamentals that should be considered in a mediation effort. The 
way ICT is used is relevant to each of these fundamentals:

• Preparedness: as technology is increasingly used for prepara-
tion and communication in mediation processes, risks associated 
with the use of technology, such as false information, surveillance 
and hacking, must be considered in the preparation phase.

• Consent, impartiality and confidentiality: to achieve informed 
consent, maintain impartiality and adhere to confidentiality guid-
ance, parties must be aware of how their communications will 
be protected, how data will be stored and/or deleted, and what 
risks they are incurring through their agreement to participate. For 
example, if a mediation team is aware that parties are unwittingly 
using a non-encrypted technology that could easily give an adver-
sary access to the content and metadata of communications, 
the mediation team must be able to make an informed decision 
about the implications of this for the relevant parties’ consent 
and confidentiality. The team must also decide whether or not to 
alert parties, which creates challenges in terms of impartiality.

• Inclusivity: to achieve inclusivity, mediation teams should be 
aware of the risks and benefits associated with ICTs, particu-
larly social media. Using these tools for analysis may widen the 
process to a broader range of contributors. However, they can 

5
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also give the mediation team a false sense of balance and inclu-
sion if some groups are underrepresented on social media or if 
others use bots and similar techniques to dominate and shape 
narratives.

• National ownership: mediation teams must find an appropriate 
balance between the protection of parties to the conflict, who 
may be adversaries to the state, and respecting a state’s right to 
surveil its people within the confines of the law. Many mediation 
teams already implicitly apply these guidelines to their use of ICT 
and we argue that it is incumbent upon all to do so explicitly.

Mediation teams have a responsibility to be generally literate about 
the technologies present in the mediation environment and their 
effect on the mediation process, and to make informed choices 
about their use. Even in situations where mediation teams follow the 
parties’ advice in relation to platforms and security, teams should be 
aware of the implications of these choices and the possible effects 
on the mediation process.

This publication has presented a range of considerations and a 
framework for mediation teams to use to evaluate the ICT tools 
they either choose to, or are asked to, use. No single platform or 
technology is recommended for all mediations but mediation teams 
should identify the effects, risks and benefits of ICTs and consider 
using a framework for informed decision-making with regards to 
technology. The following annexes include a list of current technolo-
gies and their impact on peacemaking as well as a list of counter-
disinformation tools. As technologies continue to develop, new 
privacy laws come into place, and new forms of ‘hacking’ and ‘crack-
ing’ come into being, the considerations outlined in this publication 
may help mediation teams make informed choices about future 
technologies and their effect on the design and content of a media-
tion process.

Although the choice of medium has significant effects on mediation 
processes, the use of technology has not, so far, fundamentally 
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altered the practice of mediation itself. This practice still relies first 
and foremost on the trust built between a mediator, or a mediation 
team, and the parties, and the ability to generate and maintain 
buy-in to the process. Technological tools may provide benefits 
and risks in addition to this, but they do not change its essence. 
The approaches presented in this publication can increase the 
ability of mediation teams to assess trade-offs in terms of benefits 
and risks in relation to the use of communication technology and 
enable them to make more informed choices during the mediation 
process. These trade-offs would benefit from further research and 
debate, particularly given the rapid pace of technological innova-
tion. Answers that apply today may not apply tomorrow.
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Technology Description Impact on  
peacemaking

Machine learning A subset of artificial intel-
ligence. “The machine’s 
ability to keep improving 
its performance without 
humans having to explain 
exactly how to accomplish 
all the tasks it’s given.”56 
Machine learning is driv-
ing everything from voice 
recognition to cancer  
diagnosis.

Machine learning will  
allow the automation of 
some elements of peace-
making. Some areas such 
as early warning systems 
and conflict analysis are 
ripe for automation as they 
use standard data inputs.

Blockchain “Blockchain is an open, 
distributed ledger that  
can record transactions 
between two parties  
efficiently and in a verifi-
able and permanent 
way.”57 Blockchain can 
prevent data deletion, 
tampering, and revision, 
and allow for complete 
transparency of all data 
interactions.

Blockchain is seen as a 
foundational technology 
that will be transformative 
across a range of indus-
tries. Applications to 
peacemaking are still  
being defined.

Annexes

Annex A – New technologies 
There is a variety of new tools that are being developed to aid 
conflict resolution and peacemaking, and which offer increasing 
capacity for data analysis. The following table gives some examples 
which may have an impact on conflict resolution in the near future.
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Technology Description Impact on  
peacemaking

Remote sensing, 
satellite and  
in-situ observation

A variety of tools which 
are used to collect infor-
mation remotely. This  
includes satellite imagery, 
seismic sensors used to 
track the movement of 
people and vehicles, and 
auditory sensors to detect 
gunfire and aircraft.

Satellite imagery is being 
used to analyse humani-
tarian disasters, both those 
caused by nature and 
those caused by conflict. 
They may also be used to 
identify military hardware 
and the destruction of  
civilian infrastructure.

Early warning 
systems

Holistic early warning  
systems are utilising social 
media, remote sensing, 
and artificial intelligence to 
predict impending conflict 
or rapidly warn those  
affected by conflict.

Early warning systems 
can be used to support 
organisations operating in 
conflict zones by collect-
ing a cross-section of 
data from many sources 
to warn of threats. In  
addition, there is a grow-
ing range of ICT based 
tools that monitor crowd 
behaviours and can be 
used to defuse tensions 
before they erupt in  
violence.
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Annex B – Examples of counter-disinformation tools

Tool Description Website

First Draft This is a project set up by the Shoren-
stein Center on Media, Politics and 
Public Policy at Harvard University’s 
John F. Kennedy School of Government. 
It uses research-based methods to 
fight misinformation and disinforma-
tion online. It also provides practical 
and ethical guidance on how to find, 
verify and publish content sourced 
from the social web.

https://firstdraft 
news.org/

CrowdTangle A tool (recently bought by Facebook) 
which is used to monitor the spread 
of information through social media. 
Custom alerts can be set up.

http://www.
crowdtangle.
com/

Verification 
Handbook

This handbook has been authored by 
journalists from the BBC, Storyful, ABC, 
Digital First Media and other verification 
experts. It is a resource for journalists 
and aid providers and provides tools, 
techniques and step-by-step guide-
lines for dealing with user-generated 
content (UGC) during emergencies.

http://verification 
handbook.com/

FotoForensics A free tool that does compression 
analysis on pictures to flag potential 
manipulation.

http://foto 
forensics.com/

Who Tweeted 
it First

A tool that identifies the very first use 
of a hashtag on Twitter, to identify the 
origin of a story or movement.

http://ctrlq.org/
first

Snopes One of the first online fact-checking 
websites. Focuses on the USA.

https:// www. 
snopes.com

https://firstdraftnews.org/
https://firstdraftnews.org/
http://www.crowdtangle.com/
http://www.crowdtangle.com/
http://www.crowdtangle.com/
http://verificationhandbook.com/
http://verificationhandbook.com/
http://fotoforensics.com/
http://fotoforensics.com/
http://ctrlq.org/first
http://ctrlq.org/first
https:// www.snopes.com
https:// www.snopes.com
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